
Shutdown Dose Rate Analysis with CAD Geometry,
Cartesian/Tetrahedral Mesh, and Advanced Variance

Reduction

Elliott D. Biondoa,∗, Andrew Davisa, Paul P.H. Wilsona

aUniversity of Wisconsin – Madison, 1500 Engineering Drive, Madison, WI 53706

Abstract

In fusion energy systems (FES) high-energy neutrons born from burning
plasma activate system components to form radionuclides. The biological dose
rate that results from photons emitted by these radionuclides after shutdown
— the shutdown dose rate (SDR) — must be quantified for maintenance plan-
ning. This can be done using the Rigorous Two-Step (R2S) method, which
involves separate neutron and photon transport calculations, coupled by a nu-
clear inventory analysis code. The geometric complexity and highly-attenuating
configuration of FES motivates the use of CAD geometry and advanced variance
reduction for this analysis.

An R2S workflow has been created with the new capability of performing
SDR analysis directly from CAD geometry with Cartesian or tetrahedral meshes
and with biased photon source sampling, enabling the use of the Consistent Ad-
joint Driven Importance Sampling (CADIS) variance reduction technique. This
workflow has been validated with the Frascati Neutron Generator (FNG)-ITER
SDR benchmark using both Cartesian and tetrahedral meshes and both unbi-
ased and biased photon source sampling. All results are within 20.4% of ex-
perimental values, which constitutes satisfactory agreement. Photon transport
using CADIS is demonstrated to yield speedups as high as 8.5 ·105 for problems
using the FNG geometry.
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1. Introduction

In experimental and conceptual fusion energy systems (FES) such as ITER
[1] high-energy (14.1 MeV) neutrons are born from D-T fusion reactions in burn-
ing plasma. These neutrons penetrate deep into system components, producing
radionuclides. These radionuclides persist after neutron-producing operations
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cease and may emit high-energy (0.01 - 10 MeV) photons as they decay. The
potential biological dose rate resulting from these photons after shutdown — the
shutdown dose rate (SDR) — must be quantified as a function of position and
time after shutdown in order to ensure occupational safety during maintenance
operations.

This quantification can be done computationally using the Rigorous Two-
Step (R2S) method [2]. With the R2S method, neutron transport and photon
transport simulations are done separately, coupled by a nuclear inventory anal-
ysis code. For FES analysis, Monte Carlo (MC) radiation transport is typically
used due to the large physical size and geometric complexity of FES and the
importance of particle streaming. A dedicated nuclear inventory analysis code
is used due to the complexity of the network of reaction pathways that produce
important radionuclides. The coupling process requires multi-group neutron
fluxes and geometry/material descriptions to be defined in discrete regions such
as geometry cells or a mesh.

In the mesh-based R2S procedure [3], represented in Figure 1, a neutron
transport simulation provides mesh-based multi-group neutron fluxes. The con-
tinuous representation of the geometry used for MC transport is then discretized
in order to create a mesh-based description of materials. Using the mesh-based
materials and neutron fluxes and a known irradiation scenario, a nuclear inven-
tory analysis code is used to determine the energy-wise photon emission density
within each mesh volume element for post-shutdown decay times of interest.
These photon emission density distributions are then used to define sources for
separate MC photon transport simulations (one per decay time). Photon fluxes
are tallied at positions of interest and flux-to-dose-rate conversion factors are
used to estimate the biological dose rate.

FES geometries typically consist of a tremendous number of individual geo-
metric components, many of which may be defined by high-order surfaces. This
geometric complexity causes challenges for MC radiation transport simulations
which historically use Constructive Solid Geometry (CSG) to represent geom-
etry. In the case of ITER, Computer Aided-Design (CAD) models are created
for device assembly. The ability to perform radiation transport on these pre-
existing models without the laborious process of translating into CSG reduces
human effort and design iteration time. This can be accomplished with the
Direct Accelerated Geometry Monte Carlo (DAGMC) [4] toolkit (within the
Mesh Oriented dAtaBase (MOAB) [5] library), which performs the CAD geom-
etry queries required for MC particle tracking. DAGMC can be incorporated
into industry-standard MC codes allowing radiation transport to be done di-
rectly on CAD geometry. DAGMC has been incorporated into MCNP5 to form
DAG-MCNP5, which has long been used for high-resolution analysis of FES [6].

Though geometry can be represented continuously for MC transport, a dis-
crete geometry representation is required for the R2S activation step. Discretiz-
ing the geometry onto a Cartesian mesh usually results in mesh volume elements
that contain multiple geometry cells that may contain different materials. These
materials may have significantly different transport cross sections and activa-
tion properties, so aggregate treatment may introduce significant systematic
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Figure 1: Mesh-based R2S procedure for quantifying the shutdown dose rate. White rectangles
represent data and purple ovals represent code execution.

error into calculated photon emission densities. It is therefore desirable to tally
neutron fluxes and carry out R2S activation with a conformal mesh, with each
mesh volume element containing exactly one geometry cell. In cases where con-
formal meshes are not available, the “cell-under-voxel” can be used to obtain
similar results [7]. Using this approach the neutron flux is tallied separately
for each cell region within a mesh volume element (i.e. for each cell-under-
voxel). Activation and photon source sampling are then carried out treating
each cell-under-voxel independently.

Tetrahedral mesh can be generated such that mesh volume elements con-
form to geometry cells, within some tolerance. For the mesh to be deemed
conformal, analysts must choose an appropriate tolerance, such that any effects
that arise from tetrahedral elements containing multiple geometry cells can be
considered negligible. Tetrahedral mesh capabilities are available with MCNP6
[8] and DAG-MCNP5. MCNP6 allows for MC radiation transport on tetrahe-
dral mesh generated from CAD geometry (i.e. not directly on CAD geometry).
Tetrahedral R2S analysis has been demonstrated with MCNP6 [9]. In contrast,
DAG-MCNP5 supports transport directly on CAD geometry with superimposed
tetrahedral mesh tallies. CUBIT CAD software [10] is used to automatically gen-
erate conformal (within some tolerance) tetrahedral mesh from CAD geometry
for this purpose. This decoupling of geometry representation and tally mesh is
advantageous for R2S analysis, because only portions of the geometry relevant
to activation must be tallied, which can greatly reduce computer memory re-
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quirements. Preliminary analysis has also shown that the direct CAD transport
approach may be significantly faster than the tetrahedral mesh transport ap-
proach [11], further motivating the application of direct CAD transport to R2S
analysis.

Though MC radiation transport is required for detailed FES analysis, the
highly-attenuating configurations of FES shielding problems require the use of
MC variance reduction in order to achieve satisfactory MC tally convergence
with reasonable computer processor times. In contrast, deterministic radia-
tion transport techniques can provide computationally inexpensive results with
additional systematic error (with respect to MC) introduced by spatial, an-
gular, and energy discretization. The Consistent Adjoint Driven Importance
Sampling (CADIS) method [12] is a hybrid MC/deterministic transport tech-
nique that delivers accurate MC transport results, accelerated by a deterministic
transport pre-processing step. For a given detector response function (tally), a
deterministic adjoint transport calculation is carried out using the detector as
an adjoint source. The resulting adjoint flux distribution is used to calculate
MC weight windows and source biasing parameters that optimize MC transport
with respect to the detector. Additionally, the Forward-Weighted (FW)-CADIS
method can be used to optimize transport in respect to multiple tallies or mesh
tallies [13]. This is done by generating an adjoint source for use with the stan-
dard CADIS method. This adjoint source is defined on the basis of an additional
deterministic estimate of the forward flux. FW-CADIS can be used for global
variance reduction by optimizing radiation transport in respect to a mesh tally
that covers the entire region of interest. The CADIS and FW-CADIS methods
have been shown to dramatically speed up MC radiation transport calculations
for fusion neutronics applications [14].

In this work, a mesh-based R2S workflow was created with the novel ca-
pability of automatically performing SDR analysis directly on CAD geometry
using either Cartesian or tetrahedral mesh. This is accomplished using DAG-
MCNP5 for radiation transport. This work also demonstrates the novel appli-
cation of advanced variance reduction techniques to the photon transport step
of R2S analysis. Biased photon source sampling has been implemented for both
Cartesian and tetrahedral mesh, which allows for CADIS/FW-CADIS photon
transport.

This R2S workflow uses the ALARA code [15] for nuclear inventory analy-
sis. The coupling of DAG-MCNP5 and ALARA is automated by functionality
added to the Python for Nuclear Engineering (PyNE) toolkit. PyNE is a trans-
institutional, open source project consisting of Python, C++, and Fortran code
pertinent to nuclear engineering simulations and analysis. Cartesian and tetra-
hedral mesh-based MC source sampling is done by compiling a PyNE source
sampling routine into DAG-MCNP5.

This workflow, referred to as PyNE R2S, has been validated using the Fras-
cati Neutron Generator (FNG)-ITER shutdown dose rate benchmark [16]. Both
unbiased photon source sampling and photon source sampling biased with the
CADIS method were tested and satisfactory agreement with experimental re-
sults was achieved. In addition, photon transport was conducted with and
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without the CADIS method for several other detector locations in the FNG ge-
ometry in order to demonstrate the significant speedups attainable using CADIS
for difficult photon transport problems.

2. PyNE R2S

The PyNE R2S workflow automates all portions of the process represented
in Figure 1. Detailed information about the implementation of the components
of this workflow is provided elsewhere [17]. A neutron transport simulation
is first done using DAG-MCNP5. Neutron fluxes are tallied in the 175 group
VITAMIN-J group structure using a standard MCNP5 mesh tally or a DAG-
MCNP5 tetrahedral mesh tally covering the geometry of interest for neutron
activation. The PyNE irradiation setup function within the PyNE r2s mod-
ule is used to create ALARA input files from the mesh-based neutron fluxes,
the CAD geometry, and the irradiation scenario.

For Cartesian meshes, each mesh volume element may contain multiple
geometry cells which may consist of different materials. The aggregate ma-
terial composition for each mesh volume element is ascertained using a ray
tracing technique (also facilitated by DAGMC) which has been shown to be
more computationally efficient than point-sampling techniques [18]. Confor-
mal tetrahedral mesh is generated with CUBIT. Provided that a sufficiently
high resolution is used, the approximation that each mesh volume element
consists of a single material can be made, and DAGMC is used to simply
query the material at the center of the mesh volume element. Once PyNE
irradiation setup is complete, ALARA can be run without any further modi-
fication. The photon emission densities output by ALARA for each mesh volume
element are then converted into a mesh-based representation using the PyNE
photon sampling setup function in the PyNE r2s module.

The PyNE photon sampling setup function produces a photon emission
density mesh for each decay time of interest. These meshes are then used as
sources for DAG-MCNP5 photon transport, allowing the photon biological dose
rate to be tallied. This is done using the PyNE source sampling module.
This module, written in C++ using MOAB, provides a generic method for
sampling the initial position and energy of MC particles from a Cartesian or
tetrahedral mesh source. MCNP5 ships with a customizable source subroutine:
source.F90. A source.F90 file was written, incorporating the functionality of
PyNE source sampling, and was then compiled into DAG-MCNP5.

The PyNE source sampling module first reads the mesh-based energy-wise
particle emission densities and creates a probability density function (PDF) with
each PDF bin representing the probability that a particle is born within each
discrete region of position/energy phase space. This PDF is converted into an
alias table [19]. This pre-processing step is performed in O(N2) computational
time complexity, where N is the number of PDF bins, and allows for O(1)
sampling of the PDF. MC radiation transport typically involves the simulation
of 106 – 1012 particles, so this expensive setup step is well-justified. The alias
table is then sampled using random numbers supplied by MCNP5. A phase
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space bin is first selected and the exact birth position and energy are then
sampled uniformly within the selected bin. Uniform sampling of tetrahedral
mesh volume elements is accomplished using a method described in Rocchini et
al [20].

The PyNE source samplingmodule also allows for biased random sampling
of mesh-based sources, which can be used for MC variance reduction. This is
done by supplying mesh-based biased particle emission densities (in addition to
unbiased emission densities). These biased emission densities can be produced
using methods such as CADIS/FW-CADIS. The PyNE source sampling rou-
tine will sample these biased emission densities and adjust the statistical weight
of the particles accordingly. The routine can also automatically generate the
biased particle emission densities necessary for uniform sampling (i.e. equiprob-
able particle birth in any position) for a given unbiased particle emission density
mesh.

3. Benchmarking

Comparing simulation results to experimental results (i.e. benchmarking)
is an essential step for the validation of computational tools. The PyNE R2S
workflow has been validated with the FNG ITER shutdown dose rate bench-
mark. This experimental benchmark was designed to emulate the irradiation of
the ITER outer vacuum vessel region [16].

The FNG experimental assembly (shown in Figure 2) consists of a 99 cm ×
71.83 cm × 98.4 cm block of stainless steel 316 (SS316) and water-equivalent
polymethyl methacrylate (PMMA). The neutron generator beam is directed
down a 1.37 cm radius cylindrical channel perpendicular to the 99 cm × 98.4 cm
face of the block. This channel is 22.57 cm long and terminates at an inner
cavity. This inner cavity also opens to a lateral access port. In one portion of
the experiment (“campaign 2”), the experimental assembly was irradiated with a
series of pulses of 14 MeV neutrons for approximately 14 hours over the course
of approximately 30 hours with an SS316 plug in the access port. The plug
was then removed and a tissue-equivalent scintillator (dosimeter) was placed
in the central cavity and the biological dose rate was measured at 19 decay
times ranging from 1.22 hours to 19.8 days. The authors of the benchmark also
provided computational results for the SDR for each of these 19 decay times
using the R2S and Direct One-Step (D1S) methods [16]. For this computational
benchmarking, the pulsed irradiation scenario was approximated with 4 on-
times.

In order to benchmark the PyNE R2S workflow, computational results for
the FNG ITER benchmark were obtained using multiple meshes and photon
sampling modes. MCNP4c models of the neutron and photon FNG geometries
were obtained from the SINBAD [21] benchmark suite and converted into CAD
models using the MCNP2CAD tool [22].

Neutron transport was done with DAG-MCNP5 with ENDF/B-VII nuclear
data [23]. Neutron transport was done using weight windows generated with
the MAGIC method [24] (implemented within the PyNE variance reduction
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(a) full geometry

(b) y-z slice through x = 0

Figure 2: CAD representation of the FNG geometry with the lateral access port open and
detectors in the central cavity.
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module) with 1.6 · 108 particles simulated. Neutron fluxes were tallied on a
73×58×65 Cartesian mesh (275,210 mesh volume elements) and also a conformal
tetrahedral mesh with 244,710 mesh volume elements, generated using CUBIT.
The resulting neutron flux distributions are shown in Figure 3. The distribution
of relative errors for all position/energy phase space bins is shown in Figure 4.
Nearly all phase space bins (99.66% and 99.60% for Cartesian and tetrahedral
meshes respectively) had relative errors less than 0.2. The small fraction of
phase space bins with relative errors greater than 0.2 are high-energy bins far
from the neutron source position.

Nuclear inventory analysis was done with ALARA using FENDL3.0/A [25]
transmutation and photon source libraries. The same approximated irradiation
scenario used in the original computational benchmark was applied and a 24-
group photon group structure was used (the same as used by FISPACT nuclear
inventory analysis code [26]). Photon emission density distributions were ob-
tained for each of the 19 decay times. The photon emission density distributions
using Cartesian and tetrahedral meshes for the first decay time are shown in
Figure 5.

All photon transport was done with DAG-MCNP5 with ENDF/B-VII nu-
clear data. For each of the 19 decay times, photon transport was done in analog
(i.e. no variance reduction except implicit capture) and with CADIS biasing and
weight windows. Variance reduction is not imperative for the photon transport
step in this problem; CADIS was used only for the purpose of validating the
biased source sampling feature.

The CADIS method for generating weight windows and biased sources is
implemented in the PyNE variance reduction module. CADIS requires an
adjoint flux distribution using the detector of interest (in this case the dosimeter)
as an adjoint source. This adjoint photon flux distribution was obtained by
using the AutomateD VAriaNce reducTion Generator (ADVANTG) [27] to drive
the Denovo 3D SN code [28]. Transport was carried out using a P3 Legendre
order, and a quadruple range quadrature set of order 16. DPLUS [27] 23-
group photon data was used for this transport. Consequently, R2S photon
source sampling with CADIS was done with the DPLUS group structure, which
required a separate ALARA calculation with this photon binning. Unbiased
photon transport was also done with this 23-group structure to corroborate the
dose rate results obtained with CADIS.

Examples of unbiased and CADIS photon emission density distributions are
show in Figure 6. This figure shows that although the true photon intensity
is highest nearest to the neutron source, the CADIS method causes the source
sampling to be biased such that simulated particles are more likely to be born
around the central cavity (where the dosimeter is housed), as desired. The use of
CADIS increased the MC Figure of Merit (FOM) relative to analog at all decay
times, with modest speedups ranging from 2.1 – 6.6. The FNG-ITER problem is
not well-suited for showcasing the efficacy of photon variance reduction methods
because the photon detector is in close proximity to the most activated regions.
More significant performance enhancements enabled by the CADIS method are
demonstrated in Section 4.
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(a) Cartesian mesh

(b) Tetrahedral mesh

Figure 3: Total neutron flux distributions using Cartesian and tetrahedral meshes. Thick
black lines represent geometry cells and thin black lines represent mesh volume elements.
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(a) Cartesian mesh
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(b) Tetrahedral mesh

Figure 4: Distribution of relative errors for all position/energy phase space bins using Carte-
sian and tetrahedral mesh. Phase space bins with no scores are assigned a relative error of
1. Phase space bins for neutron energies greater than the maximum neutron source energy
(therefore having no scores) are not included in these plots.
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(a) Cartesian mesh

(b) Tetrahedral mesh

Figure 5: Total photon emission density distributions at the 1.22 hour decay time using
Cartesian and tetrahedral mesh. Thick black lines represent geometry cells and thin black
lines represent mesh volume elements.
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(a) Photon emission density, unbiased.

(b) Photon emission density, CADIS.

(c) Ratio of biased to unbiased photon emission densities.

Figure 6: Unbiased and biased photon emission density distributions and the ratio of the two
for photon group 10 (0.7 – 1.0 MeV) at the 19.8 day decay time. Plots show an x-y slice of
the FNG photon geometry at z = −2.705 cm (through the center of the dosimeter, as seen in
Figure 2(b)). Thick black lines represent geometry cells and thin black lines represent mesh
volume elements. The pink square represents the outline of the dosimeter.
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For all photon transport simulations, 2 · 108 particles were simulated and
ANSI/ANS-6.1.1-1977 [29] flux-to-dose-rate conversion factors were used to ob-
tain final dose rate results. This choice of flux-to-dose-rate conversion factors
facilitates a more direct comparison to previously published results from MCR2S
[3] and MCFISP [16] which also used these factors. For all photon transport
cases, final dose rate results had photon transport relative errors less than 0.7%
as reported by DAG-MCNP5. Figure 7 shows the ratio of computational (C) to
experimental (E) results obtained using PyNE R2S with Cartesian and tetra-
hedral mesh, and biased and unbiased photon source sampling. Results from
several other R2S/D1S implementations are also included. Some systematic
discrepancy between computational and experimental results is expected due
to the use of spatial and energy discretization, the approximate irradiation sce-
nario used, and error in the nuclear transport and activation data. Each of the
results from other implementations shows discrepancies of similar magnitude at
some decay times, and understanding these discrepancies is an ongoing effort
throughout the community. The spread in computational results from PyNE
R2S, MCR2S, and MCFISP observed at all decay times is likely due to differ-
ent geometry discretizations and different degrees of convergence in transport
simulations. Discrepancies between these results and results from R2Smesh are
additionally accounted for by the use of ICRP-74 flux-to-dose-rate conversion
factors [30] for R2Smesh photon transport [31].

PyNE R2S achieved satisfactory agreement with experimental results. Using
the 24-group photon group structure, the maximum discrepancy with experi-
mental results was 18.6% with Cartesian mesh and 20.4% with tetrahedral mesh.
Tetrahedral results are systematically higher than Cartesian results due to the
shape of the mesh volume elements in the region surrounding the central cavity:
tetrahedral elements have center of masses closer to the dosimeter, so photons
emitted from these mesh volume elements see less attenuation on average, re-
sulting in slightly higher dose rates.

Using the 23-group DPLUS photon group structure, statistical agreement
between the unbiased and CADIS results was achieved, thereby validating the
biased sampling mode. These results also conform closely to the PyNE R2S
24-group Cartesian results (within 1.6%) which suggests that the difference in
group structure has a minimal affect in calculated dose rates in this case.

4. CADIS Performance Demonstration

The ability to perform mesh-based source biasing allows for the application of
the CADIS method to R2S photon transport for target-based problems and FW-
CADIS for global variance reduction problems. In this section, the performance
of the CADIS method is demonstrated with a series of target-based problems,
each of which are more challenging than the standard FNG-ITER benchmark
problem. Using the FNG photon geometry, four additional detector locations
were chosen, represented as green circles in Figure 8(a-d). These photon detector
locations make the problem more challenging because they are much further
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Figure 7: Ratio of calculated dose rates (C) to experimental dose rates (E), for the PyNE R2S
workflow, MCR2S (results estimated from published plot) [3], R2Smesh [31], and MCFISP
[16]. For the PyNE R2S results the relative errors in photon dose rates were all less than 0.7%
as reported by DAG-MCNP5.
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point CADIS result (µSv/h) analog result (µSv/h) speedup
1 3.317± 0.002 · 10−2 3.31± 0.01 · 10−2 2.6 · 101
2 6.42± 0.01 · 10−5 6.4± 0.4 · 10−5 5.6 · 105
3 4.858± 0.006 · 10−3 4.92± 0.05 · 10−3 2.1 · 104
4 2.603± 0.005 · 10−5 2.5± 0.2 · 10−5 8.5 · 105

Table 1: Dose rate results at the 19.8 day decay time using analog and CADIS photon trans-
port and the resulting speedups for the four points indicated in Figure 8. Reported uncer-
tainties are the statistical uncertainties from MC photon transport.

from the neutron source. Each detector is an MCNP5 F5 point detector tally,
modified with ANSI/ANS-6.1.1-1977 flux-to-dose-rate conversion factors.

Using the same procedure described in Section 3, CADIS weight windows
and biased sources were calculated for the 19.8 day decay time for each of the
four detectors. The ratios of biased to unbiased source densities for photon
group 10 (0.7 – 1.0 MeV) are shown in Figure 8. An example of the biased and
unbiased source density distribution for point 2 is shown in Figure 9. In all cases
it is apparent that the CADIS method successfully increases the probability of
particle birth in the region near the detector and decreases the birth probability
in regions far from the detector which are unlikely to produce scoring particles.

Photon transport was then done in analog and with the CADIS weight win-
dows and source biasing parameters for each of the four detector locations. With
CADIS, 2 · 108 particles were simulated for each detector location. For the ana-
log simulations, 2 · 108 particles were simulated for point 1 and 8 · 1010 particles
were simulated for points 2 – 4. This was done in order to improve statistics for
points 2 – 4, which constitute significantly more difficult transport problems.
For each of the transport problems, the MC FOM was recorded, as reported by
DAG-MCNP5. The FOM is given by

FOM =
1

R2T
, (1)

where R is the relative uncertainty of a tallied result and T is the computer pro-
cessor time. The increase in efficiency gained by using CADIS weight windows
and source biasing is quantified by the speedup as given by:

speedup =
FOMCADIS

FOManalog
. (2)

Dose rate results with and without CADIS and the calculated speedups
are shown in Table 1. These results show that at all four detector locations
statistically equivalent results were obtained with the two methods and that the
CADIS method provided a significant speedup: as high as 8.5 · 105. Speedups
of this magnitude will greatly reduce the computational resources necessary to
obtain dose rate results for production-level problems.
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(a) Point 1

(b) Point 2

(c) Point 3

(d) Point 4

Figure 8: Ratio of biased to unbiased source densities for photon group 10 (0.7 – 1.0 MeV)
at the 19.8 day decay time for detectors located in four locations. Plots show an x-y slice
at z = 0 cm. Detectors, represented as green circles, are MCNP5 F5 point detector tallies
modified with ANSI/ANS-6.1.1-1977 flux-to-dose-rate conversion factors.
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(a) Photon emission density, unbiased.

(b) Photon emission density, CADIS.

Figure 9: Biased and unbiased source densities for photon group 10 (0.7 – 1.0 MeV) at the
19.8 day decay time for detector located at point 2. This plot shows an x-y slice at z = 0 cm.
The detector, represented as a green circle, is an MCNP5 F5 point detector tally modified
with ANSI/ANS-6.1.1-1977 flux-to-dose-rate conversion factors.
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5. Conclusion

PyNE R2S is a novel Cartesian- and tetrahedral-mesh-based R2S workflow
that operates directly on CAD geometry and supports photon transport with
advanced variance reduction. These new capabilities will reduce both the human
and computational resources necessary to estimate the SDR for FES. PyNE R2S
has been validated with the FNG-ITER shutdown dose rate benchmark prob-
lem using Cartesian and tetrahedral meshes with unbiased and CADIS photon
sampling. Satisfactory agreement with experimental results was achieved, with
all PyNE R2S results within 20.4% of the experimental values. Speedups as
high as 8.5 · 105 relative to analog transport were achieved using the CADIS
method with problems using the FNG geometry. Future work will involve de-
veloping advanced variance reduction techniques for R2S neutron transport to
further reduce the computational resources necessary for SDR analysis. Work is
also underway to determine how uncertainty propagates through R2S calcula-
tions in order to quantify the uncertainty in photon dose rate results introduced
from uncertainties in radiation transport results, nuclear data, and the mesh
resolution. Understanding this uncertainty will be instrumental in reconciling
discrepancies between experimental and computational results.
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